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Opening
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◼ Video



Life in India
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◼ Video



3

◼ “闭环学习”

◼ Sample speaker vector to do multi-style training
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◼ REAL conference task
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◼ Spectral and spatial inputs: 

◼ The magnitude spectra

◼ Inter-microphone phrase diff (IPD) to the first one

◼ Mask-driven beamforming outputs (separate ASR)

◼ Mask-driven MVDR beamforming

◼ Gain adjustment

◼ Test 5 cases



◼ Beamforming with 
noise estimation

◼ DOA differences to 
decide num. of 
speakers
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Half data

Without noise 
estimationImprove both non-

overlapped & overlapped

14% overlap 
real test data



◼ Motivation:

◼ Fmllr needs 2-pass decoding

◼ i-vector needs long utt.s

◼ Proposed decoding pipeline:
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◼ Training

◼ Reconstruct fmllr from 
itself

◼ Reconstruct fmllr from 
fbank

◼ Reconstruct fmllr from 
fmllr+fbank

◼ Maximize the correlation 
between fmllr and fbank
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◼ BUT, why does it work?



12



◼ Text normalization

◼ Numbers, temperatures, etc..

e.g.那家酒店的顾客好评率在4.2分; he gave 4.2

points for his score

◼ Homophones identification & merging 

◼ Clustering based on pronunciation of the words

e.g. 酷 k u4

& cool k u4 r

◼ Lexicon learning

◼ Collect alternative pronunciations from lexicon, G2P and 
phonetic decoding

◼ Prune alternative pronunciations based on a data 
likelihood based criterion

◼ Use new lexicon, change to a semi-supervised problem 
(re-decode & re-train)
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◼ Get word-pair in 2 languages

◼ Do translation

◼ Get word-pairs from the translation alignment

e.g. 好酷 赞 棒呆 good cool brilliant perfect

◼ Cluster the low freq. words → group them together as a class

◼ Use word-pairs all as input of NNLM (Factored LM)
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◼ Get word-pair in 2 languages

◼ Do translation

◼ Get word-pairs from the translation alignment

e.g. 好酷 赞 棒呆 good cool brilliant perfect

◼ Cluster the low freq. words → group them together as a class

◼ Use word-pairs all as input of NNLM (Factored LM)

◼ Solve the sparsity in code-switching LM

◼ Class-LM based on word pairs & word class

◼ Generate text to train the normal LM

◼ Do some singleton phrase substitution for all above LMs

e.g. 我 要 收听 Taylor Swift 的 歌

& 我 要 欣赏 Taylor Swift 的 歌
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Some papers for engineering

1. Improved Training of End-to-end Attention Models for Speech Recognition

2. End-to-end Speech Recognition Using Lattice-free MMI

3. Compression of End-to-End Models

4. Robust TDOA Estimation Based on Time-Frequency Masking and Deep Neural Networks

5. Comparison of an End-to-end Trainable Dialogue System with a Modular Statistical 
Dialogue System

6. Improving Attention Based Sequence-to-Sequence Models for End-to-End English 
Conversational Speech Recognition

7. Acoustic Modeling with DFSMN-CTC and Joint CTC-CE Learning

8. A Multistage Training Framework for Acoustic-to-Word Model

9. Compressing End-to-end ASR Networks by Tensor-Train Decomposition

10. Phase-locked Loop Based Phase Estimation in Single Channel Speech Enhancement

11. Cycle-Consistent Speech Enhancement

12. Non-Uniform Spectral Smoothing for Robust Children's Speech Recognition

13. Acoustic Modeling with Densely Connected Residual Network for Multichannel Speech 
Recognition

14. Attention-based End-to-End Models for Small-Footprint Keyword Spotting

15. Automatic Speech Recognition System Development in the "Wild"

16. An Investigation of Mixup Training Strategies for Acoustic Models in ASR

17. A Probability Weighted Beamformer for Noise Robust ASR

18. Investigations on Data Augmentation and Loss Functions for Deep Learning Based 
Speech-Background Separation
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